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Abstract

Over-segmentation is often used in text recognition to
generate candidate characters. In this paper, we pro-
pose a neural network-based over-segmentation method for
cropped scene text recognition. On binarized text line im-
age, a segmentation window slides over each connected
component, and a neural network is used to classify whether
the window locates a segmentation point or not. We eval-
uate several feature representations for window classifica-
tion and combine sliding window-based segmentation with
shape-based splitting. Experimental results on two bench-
mark datasets demonstrate the superiority and effectiveness
of our method in respect of segmentation point detection
and word recognition.

1. Introduction
Understanding text in scene images is important for

many applications, such as street view translation, content

based image classification, video retrieval and so on. There-

fore, it has gained an increasing interest of the pattern recog-

nition and computer vision community in the last few years.

However, scene text recognition suffers much from complex

background and appearance variance. Either text location

or text line recognition in scene images is still a challenging

problem.

Thanks to the advances of computer vision and deep

learning techniques, many novel methods that are quite dif-

ferent from conventional OCR methods have been proposed

[5, 6, 17]. For example, Yao et al. [17] use a mid-level rep-

resentation of strokes to describe characters, and then per-

form classification using random forests. Jaderberg et al.

[6] train a word classifier of up to 90k word classes using

deep convolutional neural networks. They directly classify

words in the image and gives impressive results. However,

training a word classifier of as many as 90k classes is quite

time consuming. Gordo et al. [5] treat the recognition task

as a word retrieval problem. They use a Fisher vector to

represent the query word, and then identify the most simi-

lar word in the lexicon as the answer. Such lexicon-based

recognition is constrained to in-vocabulary words only.

On the other hand, conventional OCR methods, such

as the over-segmentation based recognition framework is

widely used in printed and handwritten text recognition be-

cause of its efficiency and robustness [4, 9, 11]. Compared

with methods mentioned above, over-segmentation based

recognition is faster in the training and testing phase, and is

applicable to either lexicon-driven or lexicon-free case. We

present an over-segmentation method which combines slid-

ing window classification and shape-based splitting. Sliding

window classification-based segmentation utilizes machine

learning technique to adequately consider the spatial con-

text around segmentation point, and has shown success in

OCR [1, 2]. We evaluate different feature representation-

s in sliding window classification and compare our method

with two exiting methods. One is contour analysis based

over-segmentation in [11] (referred to as ContourSeg in the

rest of this paper) , which is very successful in handwritten

Chinese recognition. The other one, referred to as Gray-

Seg [3], combines the output of a sliding window classifier

and boundaries of connected components (CCs) as the over-

segmentation result. The recognition performance was eval-

uated on two benchmark datasets, IIIT-5K-Word and SVT.

The experimental results show that our proposed method

performs superiorly in both segmentation point detection

and word recognition. Fig. 1 shows some examples of cor-

rect and incorrect word recognition by our system.

The remainder of this paper is organized as follows.

Section 2 describes the framework of our recognition sys-

tem. Section 3 describes the neural network based over-

segmentation method in detail. Section 4 gives experimen-

tal results and Section 5 concludes the paper.

2. System design
In order to evaluate our over-segmentation method on

scene text recognition and to compare with other methods,

we design a scene text recognition system briefly described
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(a) Correctly read images.

(b) Incorrectly read images.

Figure 1. Examples of images correctly and incorrectly read by

our system. Images are from the IIIT 5K-Word test set.

below.

The system diagram is shown in Fig. 2. The input tex-

t line image first undergoes a binarization step to generate

text connected components (CCs). Then the CCs are over-

segmented into primitives each consisting of no more than

one character. Candidate characters formed by concate-

nating consecutive primitives are classified by an modified

quadratic discriminant function (MQDF) classifier [7, 16].

Then the candidate segmentation-recognition path with the

lowest cost is found by a refined beam search algorithm

[16]. The path search is either lexicon-driven [11] if a lex-

icon is available, or lexicon-free combined with a language

prior (statistical model).

Figure 2. Flow chart of the recognition system

2.1. Binarization

Binarization of scene text image is done by extracting

CCs in the YIQ and RGB color space. First we binarize the

image of each channel into high-intensity and low-intensity

CCs using the Otsu’s algorithm. From the two sets of CCs,

one set is selected to be candidate text CCs considering text

geometrics. After filtering the candidate CCs of each chan-

nel using a text/non-text classifier, the channel with most

remaining text CCs is selected as the binarization result.

The binarized image is further improved by removing

three types of noise CCs: those with few foreground pixels,

those of a long line, and those located close to a corner of

the text line bounding box.

2.2. Character classifier

We train a MQDF classifier of 73 classes (letters, num-

bers and some frequent symbols) with about 8 million syn-

thetic characters of different fonts. Some samples were

contaminated by Gaussian blurring, motion blurring or

morphological operation. From each character sample,

normalization-cooperated gradient feature (NCGF) [10] is

extracted as the input of the MQDF classifier. On a test

set of about 2 million synthetic characters, the classification

accuracy is 96.75%.

2.3. Over-segmentation

In text line recognition, character classification applies

to candidate characters generated by over-segmentation,

which tries to find all the real character boundaries with

as few extraneous as possible. The image part between t-

wo neighboring segmentation points (hypothesized charac-

ter boundary) is a primitive, and one primitive or the combi-

nation of multiple consecutive primitives can be a candidate

character. The objective of over-segmentation is to improve

the recall of between-character boundary while reduce ex-

traneous segmentation points.

3. Over-segmentation Method
After the binarization step, foreground text pixels are

grouped into CCs. A CC may contain a single character,

part of a character or a group of touching characters. Our

purpose is to segment CCs that contain more than one char-

acters. To achieve this, we train a binary output sliding win-

dow classifier to detect segmentation points on CCs. The

classifier is a neural network with one hidden layer. After

sliding window segmentation, we adopt a forced splitting

technique [11] to improve the recall.

3.1. Sliding Window Segmentation

In the image of a CC, the segmenting window slides from

left to right with a stride of 0.1 times the CC height. The

window has the same height as the CC, and the width as
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0.5 times the CC height. Our experiments revealed that

the stride coefficient has little influence on the segmenta-

tion and recognition performance when it ranges from 0.04

to 0.1. The width coefficient has greater influence. When it

is too large, CCs that have a relatively small aspect ratio will

not be segmented. And a small window has insufficient im-

age context to locate the segmentation point. Empirically,

we chose 0.5 as the width coefficient and only CCs having

width-to-height ratio larger than 0.5 are evaluated by the

window classifier.

For feature extraction form the sliding window, we use

a combination of NCGF and Weighted Direction Code His-

togram(WDCH) features [8]. In the extraction of NCGF,

we view both the original image and the normalized image

as functional in continuous 2D space and associate them by

coordinate mapping. Then we replace the direction of nor-

malized gradient with that in the original image while main-

taining the magnitude of the normalized gradient. Thus the

resulting gradient feature records the undistorted stroke di-

rections and keeps stroke-width invariance. The WDCH

feature vector is computed using the method in [8]. We

concatenate the 256 dimensional NCGF and the 392 dimen-

sional WDCH features to form the final feature vector. The

configuration of the neural network is 648-200-1.

The center position of a sliding window which gets a

positive response is identified as a potential segmentation

point (PSP). Adjacent PSPs with a distance less than the

stroke width (estimate from foreground area and contour

length) are merged by comparing the foreground pixel num-

bers on each PSP. This merging strategy generates a better

result than choosing the middle PSP or the one with the

highest classification response. Fig. 3 shows some repre-

sentative segmentation results.

Figure 3. Representative segmentation results of different method-

s. Left: ContourSeg, Middle: GraySeg, Right: Our method.

3.2. Forced splitting

CCs are further split if the width is large than 1.5 times

the average width of other CCs in the text line image after

sliding window segmentation. This is to find segmentation

points failed by sliding window classification. For forced s-

plitting, a characteristic function is designed as vertical pro-

jection plus distance from center position of the CC:

f(x) =
∑

y

b(x, y) + |x− xc|, (1)

where b(x, y) denotes the binary image of the CC and xc

denotes the center position. The position with minimum

value of the function above is taken as the cut point.

4. Experiments
We evaluated the segmentation method with differen-

t features on cropped scene text images in respect of seg-

mentation point detection and word recognition.

4.1. Generation of segmentation samples

We manually labeled 6,473 word images collected from

the training sets of several benchmark datasets. Those im-

ages are divided into a training set and a test set with a ratio

of 4 : 1. Characters in a labeled image are separated by

vertical lines in different horizontal positions. When gener-

ating training samples for segmentation, window slides on

CCs in the labeled image. We compute the distance D be-

tween the center position of the window and each labeled

separating line. If D is smaller than a threshold of T1, the

window is received as an positive sample. If D is larger

than T2 (T2 > T1), the window is received as an negative

sample. Otherwise, the window is ambiguous and not used

for training. T1 and T2 are set as 0.1 and 0.12 times the

CC height, respectively. During the training phase, we re-

peat the positive samples by 3 since the training samples are

biased to the negative class.

4.2. Feature selection

We evaluated three features HOG, NCGF, WDCH, and

the combinations of them. Table. 1 shows the segmentation

performance of using the six sets of features. Segmenta-

tion performance (recall rate and precision of segmentation

points) was evaluated on our manually labeled word images.

It is shown that the combined WDCH and NCGF features

perform best in segmentation. As for single features, the

NCGF performs best. Though the three types of features

all consider stroke contour or gradient direction histogram-

s, the NCGF takes advantage of the un-distorted gradient

direction.

4.3. Comparison of segmentation methods

We compared the proposed segmentation method with

previous methods ContourSeg and GraySeg. The segmen-

tation results on the labeled images are shown in Table. 2.

Note that we implemented the GraySeg method according

to [3], but the classifier and training samples are the same

as our proposed method.
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Feature Precision Recall

HOG 83.80 92.71

WDCH 84.30 92.56

NCGF 85.31 92.90

HOG + WDCH 85.63 92.82

HOG + NCGF 85.59 92.85

WDCH + NCGF 87.93 92.92

Table 1. Segmentation performance of different features.

Segmentation method Precision Recall

ContourSeg 85.10 86.05

GraySeg 90.01 91.58

Proposed 87.93 92.92

Proposed + Forced 83.90 93.34

Table 2. Segmentation performance of different methods.

We can see from Table 2 that our method outperforms

the ContourSeg method in both precision and recall. The

GraySeg method generates segmentation points with a high

precision but the recall rate is lower. The balance between

precision and recall of segmentation affects the final word

recognition result, but empirically a higher segmentation re-

call can bring better potential of correct recognition.

4.4. Recognition Experiments on Benchmark
Datasets

We conducted recognition experiments on the IIIT 5k-

Word dataset and the Street View Text (SVT) dataset. The

IIIT 5K-Word dataset [12] is the largest and most challeng-

ing benchmark in this field up to date. It contains 5,000

scene word images, among which 2,000 are used for train-

ing and 3,000 for testing. Three versions of lexicons (smal-

l, medium and large) are provided for each test image in

this dataset. The SVT dataset [14, 15] was harvested from

Google Street View. Each image in this dataset is provided

with a lexicon of about 50 words. We adopt the SVT-Word

subset in which cropped image localizations are annotated.

On one hand, we compare performance of different seg-

mentation methods on the two datasets. The results of word

recognition are displayed in Fig. 4. Our method shows

superior performance on all four experiments (three differ-

ent lexicon size on IIIT 5k-Word and one on SVT-Word).

Forced splitting contributes to a further improvement of

recognition except on the large lexicon of IIIT 5k-Word.

On the other hand, we compare our recognition result-

s with published results on the two benchmark datasets,

as shown in Tabel 3. It is observed that on the IIIT 5k-

Word dataset, the advantage of our method increases when

the lexicon size grows. The word recognition accuracy of

our method on the IIIT large dataset is 11 percent higher

Figure 4. Recognition performance of different methods

than the competitive method in [17]. Moreover, unlike oth-

er methods listed in Table 3, our method can work without

a predefined lexicon. We tested our system without the lex-

icon provided, and the word accuracy rate is 45.07%, which

is still the highest among other results on the IIIT large

dataset.

One advantage of using an over-segmentation method

rather than a word matching method is that, even when a

word is wrongly recognized, most characters in it may be

correct. That is to say, when the word-level accuracies are

comparable, our method may have a higher character accu-

racy. Unfortunately, the other methods in Table 3 have not

published their character-level results. The character-level

accuracies of our method are listed in Table 4.

Despite the superior performance, our method still has

many segmentation failures, especially when the character-

s in the scene text image are tightly merged or in unusual

fonts (see Fig. 1 (b)).

5. Conclusion
We presented an effective neural network based over-

segmentation method for scene text recognition. Experi-

ments on both character segmentation level and word recog-

nition level demonstrate the superiority of our method.

Word recognition experiments on two benchmark datasets

show that our method perform superiorly compared to pre-

vious methods. In the future, our segmentation method can

be improved in several ways, e.g., better feature extraction

and classifier for sliding window classification, combination

with better shape-based over-segmentation.
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Dataset IIIT small IIIT medium IIIT large SVT

Proposed without forced splitting 78.66 70.37 49.90 70.02

Proposed with forced splitting 79.10 70.47 49.47 72.20

Strokelets [17] 80.2 69.3 38.3 75.89
Higher Order(with edit distance) [12] 68.25 55.50 28 73.57

Higher Order(without edit distance) [12] 64.10 53.16 44.30 73.26

Pairwise CRF(with edit distance) [13] 66 57.5 24.25 68.00

Pairwise CRF(without edit distance) [13] 55.5 51.25 20.25 62.28

SYNTH+PLEX [14] - - - 57

ICDAR+PLEX [14] - - - 56

ABBYY 24.33 - - 35

Table 3. Word recognition accuracies (%) on the IIIT 5K-Word and SVT-Word datasets. IIIT small, IIIT medium and IIIT large refers to

the IIIT 5K-Word dataset with small, medium and large lexicon.

Dataset IIIT small IIIT medium IIIT large SVT

Proposed without forced splitting 80.42 75.02 62.05 73.63

Proposed with forced splitting 80.69 75.38 60.79 75.05

Table 4. Character-level accuracies on the IIIT 5K-Word and SVT-Word datasets.
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